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Abstract


Ten meta-analyses of writing intervention research were analyzed to look for commonalities and variations across the methods used for the meta-analyses. Meta-analyses were obtained from database searches, ancestry searches of found articles, and manual searches of special education journals. Analysis found variation across meta-analyses in terms of how search procedures were reported, the amount of detail provided about primary studies, and methods for calculating ES. A quality indicator was developed to assess overall quality of the meta-analyses. Three of the 10 meta-analyses were rated as high-quality reviews, while the remaining 7 were rated as low-quality reviews. Future implications for research are addressed.
Writing Intervention Research: An analysis of meta-analyses


There are several writing intervention programs that have an established body of research to support their effectiveness for students with learning disabilities (Mason & Graham, 2007). For example, there are more than 20 years of research studies supporting the use of self-regulated strategy development (SRSD) to teach writing to students with and without disabilities (Graham & Harris, 2003). Englert’s cognitive strategy instruction in writing, and Wong’s interactive dialogues are further examples of writing intervention lines of research (Mason & Graham, 2008). One method for integrating findings across such related studies is through the use of meta-analysis. Meta-analysis involves the calculation of treatment effects (i.e., effect sizes) to compare the effectiveness of interventions across studies (Mostert, 1996). 
In 1980, Jackson first proposed a common method for conducting such integrative reviews. Jackson’s proposed methodology included six tasks. First, the question for the review had to be selected. Jackson pointed to two possible purposes for integrative reviews – either to explore a particular research phenomena, or to compare the methodological variation across studies. Second, Jackson discussed the need to be clear about the sampling procedures used to select studies for the review. Would all primary studies on a topic be analyzed, or would some sample of primary studies be used? Third, Jackson noted the need to fully represent the characteristics and findings of the primary studies selected for the review. Fourth, Jackson discussed various methods for analyzing findings across studies. He presented Glass’ meta-analysis approach as a useful method for use in the social science. Finally, Jackson spoke to the need to provide a detailed report of the review.
Building on Jackson’s work, Mostert (1996) proposed a set of criteria for reporting meta-analyses in the field of learning disabilities. Mostert grouped his suggestions around six domains. The first domain, locating studies and contextual information, addressed the need to frame the meta-analysis in the context of the literature, and to provide detailed information about the literature search procedures and the primary studies included in the meta-analysis. The second domain, specifying inclusion criteria, required that the meta-analysis report the precise inclusion and exclusion criteria for the study. Third, the coding study features domain pointed to the need for descriptions of the primary studies, as well as to the need for explicit statements of the coded features of each study. Calculating individual study outcomes, the fourth domain, referred to providing detailed information about effect sizes for both primary studies and the meta-analysis as a whole. The fifth domain, data analysis, included a summation of the findings of the research, as well as suggested educational and research applications. Finally, the sixth domain, limits of the meta-analysis, addressed the need for a discussion of the limits of the meta-analysis. Mostert argued that such detailed reporting of meta-analytical procedures and findings is necessary for the reader to make sense of the findings, and be able to use the them in meaningful ways.


The purpose of this study was to apply Mostert’s (1996) framework for evaluating meta-analyses to meta-analyses of writing intervention research.  Research questions included:
1. What information is reported in meta-analyses of writing intervention research?
2. How consistently is this information provided?

3. What variations in the reporting of meta-analyses impact the usefulness of such analyses to readers?

Methods

Literature Review Search Procedures


To identify writing meta-analyses for this study, the following search procedures were implemented. First, PsychINFO and ERIC databases were searched to identify relevant articles from peer-reviewed journals published between the years 1978 and 2008. Key search terms included writing, disabilities, special education, meta-analysis, research synthesis, and review. These search terms were used in a variety of combinations to find possible articles. Second, ancestry searches were done using the reference sections of the meta-analyses identified through the database search. Third, manual searches were done of the table of contents of six well-known journals in special education. Graham and Perin (2007a) did a thorough literature search in May 2005 for their meta-analysis of writing instruction for adolescents. Rather than duplicate their efforts, the manual search for this analysis focused on the years 2005-2008. Searched journals included three journals with a general special education focus – Journal of Special Education, Exceptional Children, and Remedial and Special Education – and three journals with a learning disabilities focus – Journal of Learning Disabilities, Learning Disabilities Research and Practice, and Learning Disabilities Quarterly. These search methods located 29 documents.

Criteria for inclusion. In order to be included in this analysis, meta-analyses had to meet two criteria. First, meta-analyses had to focus on writing intervention studies. Both learning-to-write and writing-to-learn studies were included. Second, the meta-analyses had to report effect sizes. Meta-analyses that reported effect sizes (ES) from experimental and quasi-experimental research were included, as well as meta-analyses that reported percentages of non-overlapping data (PND) from single-subject research. Narrative reviews were not included in this study. Nor were meta-analyses that focused broadly on academic interventions for students with special needs, rather than on writing in particular. 


Final sample. Applying the above criteria to the documents located through the search procedures resulted in a final sample of 10 meta-analyses. These documents included 8 journal articles and 2 book chapters. Of the 10 meta-analyses that fit the inclusion criteria, 4 focused specifically on students with learning disabilities (Gersten & Baker, 2001; Graham, in press; Graham & Harris, 2003; Mason & Graham, 2008; Rogers & Graham, 2008).


Of the 19 documents that were excluded from the study, 11 were excluded because they were narrative reviews and did not report effect sizes (e.g, MacArthur et al., 2001; Newcomer & Barenbaum, 1991). Four meta-analyses were excluded because they did not focus on intervention research (e.g., Ferreti, Andrews-Weckerly & Lewis, 2007; Pajares, 2003) Two were excluded because they focused more broadly on all academic interventions, rather than on writing specifically (Fitzgerald & Koury, 1996; Fitzgerald, Koury & Mitchem, 2008). Two studies were excluded because they could not be located (Griffin & Tulbert, 1995; Hillocks, 1986).

Coding Instrument and Procedures

A number of features of the meta-analyses were coded by the investigator. The features coded by Mostert in his 1996 article on reporting meta-analyses were replicated here. Mostert organized 39 coded variables into 6 domains. Those domains included: (1) locating studies and contextual information; (2) specifying inclusion criteria; (3) coding study features; (4) calculating individual study outcomes; (5) data analysis; and (6) limits of the meta-analysis. Additional coding variables were added to Mostert’s framework. First, the name of the first author, year of publication, and publication type was recorded. Second, an additional coding variable was added to reflect Jackson’s (1980) specification of two types of review questions. That is, reviews can either examine research phenomena, or explain methodological variation among studies. Another coding variable added was the grade levels covered by the review. Finally, a quality indicator was developed, which is explained in more detail below. (See Appendix A for a copy of the coding instrument.)

Locating studies and contextual information. To begin, each meta-analysis was coded according to how the review was situated in the context of prior research and how studies were located. The literature review section of the meta-analysis was coded as to whether or not the research questions are framed within the context of the literature, and whether or not previous writing reviews were mentioned. Literature search procedures were examined to identify how the searches were done. Specifically, did the reviewers use databases to find studies, conduct manual reviews of prominent journals, contact scholars in the field, or some combination of these approaches? Additionally, it was noted whether or not the reviewers identify a particular time period for their search. It was also recorded whether the studies presented in the meta-analysis represent all of the available studies on a topic, or if they represent only a sample of studies. Finally, the meta-analysis was coded as to whether or not it provided a system for identifying reviewed articles, such as listing the articles in a separate table or putting an asterisk next to reviewed articles in the reference list at the end of the paper.


Specifying inclusion criteria. Studies selected for a particular meta-analysis must fit the purpose of the analysis. To that end, each meta-analysis in this review was coded as to whether or not it explicitly stated criteria for the inclusion of primary studies. It was noted whether a meta-analysis had just one inclusion criterion or many. If studies were excluded from the meta-analysis, it was expected that clear exclusion criteria would be provided, along with examples of the excluded studies. 


Coding study features. Coding study features is at the heart of meta-analysis. The way in which primary research is described and presented determines how useful the results of the meta-analysis will be. Therefore, each meta-analysis included in this study was coded according to how clearly and thoroughly it explained primary research, and whether or not it described any special characteristics of the primary studies that might have affected results. Additionally, a description of the variables that were coded from the primary studies was recorded. Finally, it was noted whether or not variability among the variables was mentioned in the review.


Calculating individual study outcomes. There is more than one way to calculate an effect size. Meta-analyses reporting group or quasi-experimental designs typically report an effect size (ES) such as Cohen’s d or the standard mean difference (e.g., Gersten & Baker, 2001; Graham & Perin, 2007a). Analyses of single-subject designs, on the other hand, typically report percentage of non-overlapping data (PND), which is the percentage of post-test data points that are greater than the highest baseline data point (Scruggs, Mastropieri & Casto, 1987). 

For group experimental and quasi-experimental design meta-analyses, information about ES was recorded; for single-subject meta-analyses, information about PND was recorded. For meta-analyses that reported both experimental or quasi-experimental studies, as well as single-subject studies, information about both ES and PND was coded. Coded ES and PND information included: 

(1) the mean number of ES or PND presented per primary study; 

(2) the number of ES or PND reported for the meta-analysis as a whole; 

(3) whether or not the range of ES or PND for the primary studies was given; 

(4) the range of ES or PND for the meta-analysis; 

(5) whether or not the standard deviations of ES for the primary studies and for the meta-analysis were given; and

(6) any factors that might have influenced the reported ES or PND.

Furthermore, information was recorded about the number of participants in primary studies as well as the overall number of participants in the meta-analysis. Lastly, information about inter-rater reliability for study coding and calculating ES and PND was recorded.


Data analysis. A number of characteristics related to data analysis were coded. First, it was noted whether or not the number of studies needed to predict a fail-safe N was reported. “Fail-safe N” is calculated as a way to show the magnitude of a finding. Specifically, it calculates how many studies with non-significant findings must be conducted to negate the significant findings of the current study (Mostert, 1996). Second, whether or not summary statistics of significant findings were provided (e.g., F and t rations, rs), along with exact probability levels for those findings, was recorded. Third, it was noted whether or not non-significant findings were included in the report. Fourth, the inclusion of a statement about the proportion of variance accounted for by the independent variables in the study as recorded. Fifth, it was noted whether a coherent summary of meta-analytic findings as they related to the research questions was provided. Finally, suggested applications of the meta-analytic findings, as well as suggested directions for future research were coded.


Limits of the meta-analysis. Meta-analyses were evaluated as to whether or not they presented information about the limits of their analyses. Additionally, it was noted whether or not suggestions were provided about how the limits of the current meta-analysis could be addressed in future analyses.


Quality. An 7-point quality indicator was developed to rate the overall quality of each meta-analysis. One point was given for each indicator that was present in the study. The first quality indicator was the inclusion of detailed search information. The second quality indicator was the identification of the studies included in the analysis. In some instances, studies were identified on a table within the study. In other instances, studies were noted with an asterisk in the reference section of the paper. A third quality indicator was the inclusion of descriptions of the primary studies, whether these were provided through narrative or presented on a detail-rich table within the study. Fourth, a quality point was given if the authors explained or listed the coded variables used in the meta-analysis. Another quality point was given if information was included about reliability of coding. A sixth quality point was given if ES and PND measures were included for each study in the meta-analysis. The final quality indicator was the inclusion of a discussion of the limitations of the meta-analysis. 

 After points were assigned for each quality indicator, meta-analyses were rated as high, medium, or low quality. If an analysis received 7 quality points, it was considered to be high quality. Analyses that received 6 points were considered medium quality; analyses receiving 5 points and fewer were rated as low quality. 

Results


The 10 studies identified by search procedures consisted of 8 journal articles and 2 book chapters. Five different first authors produced these works, two of whom produced multiple writing meta-analyses. One author, in particular, was the first author or co-author in 6 of the 10 meta-analyses included in this analysis. Steve Graham was the first author for 4 studies (Graham, 2006; Graham & Harris, 2003; Graham & Perin, 2007a; Graham & Perin, 2007b), and co-author for 2 studies (Mason & Graham, 2008; Rogers & Graham, 2008). Robert Bangert-Drowns authored two meta-analyses in this review (Bangert-Drowns, 1993; Bangert-Drowns, Hurley & Wilkinson, 2004).


The earliest meta-analysis in this study was Bangert-Drowns’ (1993) study of word processing in writing instruction. Nine of the 10 writing meta-analysis located for this paper were done between 2001 and 2008. Half of the studies (De La Paz, 2007; Graham & Perin, 2007a, 2007b; Mason & Graham, 2008; Rogers & Graham, 2008) were conducted within the last 2 years. It is interesting to note that 4 of the 5 writing meta-analyses conducted within the last 2 years were done by Graham. Of these 4 meta-analysis, 3 focused specifically on adolescents (Graham & Perin, 2007a; Graham & Perin, 2007b; Mason & Graham, 2008). The other 7 meta-analyses in this study included students from first grade to high school or beyond. Table 1 lists the characteristics of the writing meta-analyses included in this study.
It is important to note that several of the Graham meta-analyses are related to each other. In 2007, Graham and Perin completed the Writing Next report for a grant sponsored by the Carnegie Corporation. (Writing Next is not included in this meta-analysis.) From that work, Graham and Perin (2007a) published a meta-analysis in the Journal of Educational Psychology that included experimental and quasi-experimental studies focused on writing instruction for adolescents. The co-authors (Graham & Perin, 2007b) published another meta-analysis combining the results of Writing Next with a meta-analysis of single-subject research and a meta-analysis of qualitative research on the topic. PND scores reported for the single-subject studies in that Graham meta-analysis were taken from an earlier Graham meta-analysis (Graham, 2006).

Mason and Graham (2008) also used Writing Next as a springboard for their study of writing instruction for adolescents with learning disabilities. For that study, Mason and Graham looked only at the studies conducted with students with learning disabilities included in Writing Next, and added single subject studies to them. PND for the single-subject studies reported in Mason and Graham were taken from other meta-analyses that are included in the current analysis of meta-analyses (Graham, 2006; Graham & Harris, 2003; Graham & Perin, 2007a, 2007b; Rogers & Graham, 2008). Because of the inter-relatedness of these Graham meta-analyses, which comprise the majority of meta-analyses included in this paper, comparing effect sizes across studies would not provide meaningful information. Instead, it would over-weight the findings from a few meta-analyses because those findings are simply repeated in other studies.   

Locating Studies and Contextual Information


Most of the meta-analyses included in this analysis examined a particular research phenomenon, such as writing instruction for adolescents with learning disabilities (Mason & Graham, 2008) or writing-to-learn interventions (Bangert-Drowns, Hurley & Wilkinson, 2004). Only one meta-analysis (Gersten & Baker, 2001) undertook an explanation of the methodological variation among studies. With the exception of one meta-analysis (Mason & Graham, 2008), all of the meta-analyses included in this study were framed within the context of the literature. Likewise, all meta-analyses referred to previous reviews on the topic, with the exception of the 2 book chapters (Graham, 2006; Graham & Harris, 2003).


Nearly all of the meta-analyses included information about search procedures. Two studies did not provide this information (Graham & Harris, 2003; Mason & Graham, 2008).  Of the 8 studies that included descriptions of search procedures, all used computer searches. Six of the 8 provided details about the databases searched and descriptors used so that others could replicate the searches. Seven studies also included manual searches. Only two studies (Gersten & Baker, 2001; Mason & Graham, 2008) reported contacting scholars in the field to identify relevant materials. Half of the studies (5 of 10) indicated a time period for the search. 

Nine of the 10 meta-analyses examined for this review gave a clear statement about the number of studies included in the meta-analysis, the exception being Graham & Perin (2007b). The number of studies included in each meta-analysis is displayed in Table 1. Reviewed meta-analyses included from 12 primary studies (De La Paz, 2007) to 126 primary studies (Graham & Perin, 2007a). High-quality meta-analyses tended to analyze a larger number of primary studies than low-quality meta-analyses. In only one meta-analysis was it unclear as to whether the sample of studies represented the entire population of studies on the topic (Gersten & Baker, 2001). The others made it clear that all located studies on the topic were included in the meta-analysis. Most of the meta-analyses clearly listed the primary studies included in the analysis, either on a separate table or by putting asterisks next to them in the reference section of the paper. Two did not clearly identify the primary studies included in the analysis (Graham & Perin, 2007b; Mason & Graham, 2008).

Specifying Inclusion Criteria


Nine of the 10 meta-analyses included in this review had multiple criteria for the inclusion of primary studies in the analysis. The meta-analysis by Graham & Harris (2003) had only one inclusion criteria – the primary studies had to be SRSD writing intervention studies. Six of the 9 meta-analyses also specified exclusion criteria. Of those, 3 provided not only exclusion criteria, but also gave examples of studies that were excluded based on those criteria (De La Paz, 2007; Graham, 2006; Graham & Harris, 2003). As Mostert (1996) points out, clearly specifying exclusion criteria is important so that there is no confusion about the concepts underlying the analysis. 
Coding Study Features


Table 1 provides information about the features of primary studies that were coded for each meta-analysis. Three of the 10 meta-analyses included in this review (De La Paz, 2007; Graham & Harris, 2003; Mason & Graham, 2008) did not include any information about coded variables. For 2 of these articles (De La Paz, 2007; Graham & Harris, 2003), some coding information could be inferred by looking at the summary information for each primary study provided on tables within the article. All meta-analyses provided some description of the primary studies included in the analysis. For many, this description came in the form of a table summarizing coded features of each article (e.g., Bangert-Drowns, 1983; De La Paz, 2007; Gersten & Baker, 2001). Others provided narrative descriptions of the studies (e.g., Mason & Graham, 2008). All meta-analyses included some mention of the variability among coded variables across primary studies. Only 4 of the 10 meta-analyses (Bangert-Drowns, et al., 2004; De La Paz, 2007; Gersten & Baker, 2001; Graham & Perin, 2007a) included a discussion of the interrelatedness among coded variables and how that impacted results. 
Calculating Individual Study Outcomes


In his recommendations for conducting meta-analysis of learning disabilities research, Mostert (1996) stated that one effect size (ES) per primary study is desirable in a meta-analysis. Having multiple ES for each primary study can give too much weight to one study in the meta-calculation. In spite of this warning, most meta-analyses included in this review calculated multiple effect sizes for each primary study.  
There was a wide range of effect sizes reported per primary study across meta-analyses. In the earliest meta-analysis included in this review, Bangert-Drowns (1993) calculated effect sizes when means and standard deviations were available in the primary studies he reviewed. When means and standard deviations were not available, Bangert-Drowns reported whether findings were statistically significant and the direction of the findings. In his model for integrative reviews, Jackson (1980) recommended just such an approach. On average, then, Bangert-Drowns reported 0.83 effect sizes per primary study. Four studies reported just one ES or PND per primary study (Bangert-Drowns, Hurley & Wilkinson, 2004; De La Paz, 2007; Graham & Perin, 2007a; Mason & Graham, 2008). The range of ES and PND reported per primary study for the remaining 5 studies was from 2.13 (Rogers & Graham, 2008) to 7.6 (Graham, 2006). Only 3 studies reported the range of ES or PND for each primary study (De La Paz, 2007; Graham, 2006; Graham & Harris, 2003). None of the meta-analyses included standard deviations for the ES for primary studies.

All but 1 of the 10 meta-analyses calculated effect size measures across studies. De La Paz (2007) reported only ES for primary studies because her meta-analysis included just 12 studies. Some calculated ES or PND for dependent variables (e.g., writing quality), some calculated ES or PND based on independent variables (e.g., type of instructor, disability status of participants), while other calculated ES or PND for both types of variables. Of the 9 studies reporting ES or PND for the meta-analysis, the number of ES or PND reported ranged from 6 (Mason & Graham, 2008) to 154 (Graham & Perin, 2007a). 
Effect sizes were calculated in two different ways across the meta-analyses in this study. Of the 9 studies reporting effect sizes, 5 used Cohen’s d for the calculation. Cohen’s d is the difference between the means of the experimental and control groups divided by the pooled standard deviation. Two meta-analyses (Graham, 2006; Graham & Harris, 2003) used a slightly different formula –Glass’ (. Glass’ ( is calculated by dividing the difference between the experimental and control group means by the standard deviation of the control group. Two (Bangert-Drowns, 1993; De La Paz, 2007) did not report the method for calculating ES. What’s more, 3 of the 9 studies that calculated ES (Bangert-Drowns, Hurley & Wilkinson, 2004; Gersten & Baker, 2001; Graham & Perin, 2007a) reported both weighted and unweighted ES. One study reported weighted ES (Graham & Perin, 2007b), but the remaining 6 studies made no mention of whether or not reported ES were weighted or unweighted. Table 1 includes information about how effects were calculated for the meta-analyses included in this review.

Effects for single-subject design studies were uniformly calculated across studies. All 5 studies that included single-subject studies reported PND for those studies (Graham, 2006; Graham & Harris, 2003; Graham & Perin, 2007b; Mason & Graham, 2008; Rogers & Graham, 2008). This consistency is likely due to the fact that Steve Graham was an author on all of the meta-analyses looking at single-subject research.

Mostert (1996) recommends reporting the range of ES for the meta-analysis to indicate the variability found in the primary studies. In this review, the range of ES for meta-analyses ranged from 0.5 (Graham & Perin, 2007b) to 3.1 (Mason & Graham, 2008). Two studies reported a range of ES less than 0.59; 2 studies reported a range of meta-analysis ES between 0.6 and 1.5; and 4 studies reported an ES range higher than 1.1. Of the 5 meta-analyses that included single-subject studies, the range of PND reported for the meta-analysis ranged from 25% (Graham & Harris, 2003) to 50% (Mason & Graham, 2008). Four of the 8 studies reporting ES for the meta-analysis reported standard deviations for the ES.

Most meta-analyses (6 of 10) reported the number of subjects per primary study. This information was used to calculated the overall number of subjects in the meta-analysis for 5 of the studies. The overall number of participants in the meta-analysis could not be determined for the Bangert-Drowns (1993) meta-analysis of word processing because numbers of participants were not available for all primary studies included in the meta-analysis. When participant numbers were available, they were presented in the report. For the remaining 5 meta-analyses with complete participant numbers, the overall number of participants included in the meta-analysis ranged from 519 (Rogers & Graham, 2008) to 14,069 (Graham & Perin, 2007a). All meta-analyses addressed factors that might affect ES or PND measures.

One surprising finding of this analysis was the lack of information regarding inter-rater reliability for the writing meta-analyses included in this study. Only 3 studies reported procedures to ensure the reliability of coding (Bangert-Drowns, Hurely & Wilkinson, 2004; Graham & Perin, 2007a; Rogers & Graham, 2008). This was one of the critical factors that set high-quality meta-analyses apart from the others. Furthermore, only 1 of the 3 studies that included reliability of coding information (Rogers & Graham, 2008) reported inter-rater reliability procedures for the calculation of effect sizes (in this case, PND). 
Data Analysis


Mostert (1996) suggests several analyses that can be reported in a meta-analysis to help the reader determine the rigor of the findings. One such analysis is the fail-safe N. None of the meta-analyses in this review reported a fail-safe N. Another analysis recommended by Mostert is providing summary statistics such as F and t ratios, or rs. All of the meta-analyses rated as high-quality (Bangert-Drowns, Hurley & Wilkinson, 2004; Graham & Perin, 2007a; Rogers & Graham, 2008) included these statistics, as did Bangert-Drowns in his 1993 meta-analysis. Of these 4, the 3 meta-analyses analyzing experimental and quasi-experimental research included exact probability levels for significant findings. Eight of the 10 meta-analyses in this review reported non-significant findings, as recommended by Mostert (1996). The 2 that did not were De La Paz (2007) and Graham & Harris (2003). Finally, none of the meta-analyses included the percentage of variance accounted for by the treatment effect.


All of the meta-analyses included in this study provided a summary of findings in relation to the research question. Nine of the 10 suggested applications for the meta-analytical findings (the exception being Graham, 2006). Most of the meta-analyses (6 of 10) suggested directions for future research. 
Limits of the Meta-analysis

Mostert (1996) stressed the importance of identifying the limits of meta-analyses so that the information presented would not be misinterpreted. Interestingly, only 4 of the 10 meta-analyses included in this review addressed limits of the analysis. Like inter-rater reliability, addressing limitations of the meta-analysis was another critical feature separating high-quality studies from the others. In addition to the 3 high-quality studies, Mason and Graham (2008) addressed limitations of the meta-analysis.

Quality


As mentioned previously, seven indicators were developed to rate the quality of the meta-analyses included in this review. The seven indicators included: (1) inclusion of search information; (2) details about which primary studies are included in the analysis; (3) description of the interventions of the primary studies; (4) description of coded variables; (5) effect sizes reported for each primary study; (6) procedures to ensure reliability of coding; and (7) a discussion of the limits of the meta-analysis. When rated according to these indicators, 3 meta-analyses were identified as high-quality: Bangert-Drowns, Hurley & Wilkinson (2004); Graham & Perin (2007a); and Rogers & Graham (2008).  The other meta-analyses were rated as low-quality because two or more of the quality indicators were not present. Table 2 provides information about which quality indicators were included in each meta-analysis. Two indicators, in particular, were notably absent from all of the low-quality meta-analyses. Those factors were the inclusion of information about reliability of coding procedures, and addressing the limits of the meta-analysis.

Discussion


This analysis of meta-analyses shows that there is great variability across meta-analyses in writing. Some are focused on analyzing one particular intervention (e.g., Bangert-Drowns, 1993; De La Paz, 2007), while others focused broadly on writing interventions (e.g., Gersten & Baker, 2001; Graham & Perin, 2007a). The types of effects that were calculated and how they were calculated varied across studies. Some studies reported effects for dependent variables (e.g., Graham & Harris, 2003), some reported effects based on independent variables (e.g., Bangert-Drowns, Hurley & Wilkinson, 2004), and some did both (e.g., Gersten & Baker, 2001). Different calculations were used to determine effect sizes, and there was variability as to whether weighted or unweighted ES were reported. These variations make it difficult for readers to make assumptions based on the findings of the meta-analysis and compare findings across meta-analyses.


Another issue affecting the one’s ability to make assumption or compare across meta-analyses is the fact that most of the meta-analyses on writing intervention that are available have been conducted by the same person. Effect sizes and PND numbers from one study are repeated in other studies. Therefore, readers cannot look across meta-analyses and assume that findings are more valid because they have been replicated across studies. Instead, in some cases, the same findings have been repeated across studies.


It is surprising that only 30% of the studies included in this meta-analysis can be considered high-quality studies based on the 7 quality indicators. The most glaring omissions across studies is the lack of reliability of coding and the lack of discussions about limits of the meta-analysis. Other omissions from study-to-study are also surprising. Two meta-analyses did not indicate which primary studies were included in the meta-analysis, a problem that could be solved by simply putting an asterisk next to the articles in the reference list of the paper. Three meta-analyses did not specify coded variables, a procedure at the heart of conducting meta-analyses. As Mostert (1996) points out, without the details of how the analysis was conducted, it is difficult for readers to meaningfully interpret the results.
Summary and Conclusions

The great variability across writing intervention meta-analyses presents a challenge for both those conducting writing research and those practitioners who rely on the results of such research to inform practice. It is important that meta-analyses are clear about the methods used to conduct the analysis and about the results. The lack of clarity found in the majority of the meta-analyses reviewed here indicate that researchers and practitioners may not be able to rely on the results of meta-analyses in writing intervention research to provide information in a way that is useful to their work. 
Limitations of Current Study


There are several limits to the current analysis of meta-analyses. First, not all available meta-analyses are included in this review. Some articles could not be obtained in time to be included (e.g., Griffin & Tulbert, 1995). Books were not included (e.g., Graham & Perin, 2007c; Hillocks, 1986). Additionally, no attempt was made to contact scholars in the field, or to locate dissertations or papers presented at conferences. There are also a number of narrative reviews of writing intervention research that were not integrated into this analysis. 
A second, significant limitation to this study is the lack of reliability of coding. The researcher was the sole coder of all articles. As Mostert (1996) points out, “Adequate reliability checks will add credence to the analysis and therefore the overall interpretation of the meta-analytical outcomes” (p. 10) 
Implications for Research


This analysis of writing intervention meta-analyses presents implications for future intervention meta-analyses, in general, and writing intervention meta-analyses, in particular. In general, this study points to the need for more consistency across meta-analytical procedures so that findings from meta-analyses can be easily understood and compared across studies. There is also a need to make sure that investigators conduct meta-analyses at the same high level as they conduct intervention research. Lack of reliability or unclear procedures makes findings difficult to interpret and replicate. In writing intervention research, in particular, there is a clear need for more, varied investigators to examine primary writing research. While there are a range of authors conducting narrative reviews of the literature, there are a limit number of researchers conducting meta-analysis in the field.
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Appendix A
Coding Instrument

	APA Reference



	*Research questions

1=examination of research phenomenon

2=explanation of methodological variation among studies
	

	Domain 1: Locating studies and contextual information

	Literature review

1=framing meta-analysis in literature context of research question

0=no
	

	1=alluding to previous reviews of the same field/research question

0=no
	

	Search for studies

1=mention form of search

0=no
	

	1=computer search mentioned

2=databases named

3=descriptors named

4=databases and descriptors named

0=no computer search mentioned
	

	1=manual search mentioned

2=journals

3=books

4=other

5=journal+books

6=journal+other

7=journal+books+other

0=no manual search mentioned
	

	1=contacted scholars in the field

0=no
	

	Dates

1=time period for search

0=no
	

	Grade range

1=1-9

2=1-12

3=1-post-sec

4=4-12
	

	Number of studies

1=clear statement of precise number of studies in meta-analysis

0=no
	

	Total number of studies


	

	1=clear statement about whether meta-analysis is whole population of studies

2=meta-analysis is portion of primary studies

3=unclear
	

	Separate references

1=primary studies clearly noted in reference list (separate, or *)

0=no
	

	Domain 2: Specifying inclusion criteria

	Inclusion criteria

1=single selection criteria

2=multiple selection criteria

0=no mention of inclusion criteria
	

	Exclusion criteria

0=no exclusion criteria

1=explicit statement of exclusion criteria

2=no explicit statement of exclusion criteria

3=explicit statement of exclusion criteria+examples of excluded studies
	

	Domain 3: Coding study features (see following chart for more detail)

	1=some description of primary studies and any special primary study characteristics

0=no
	

	1=description of coded variables from primary studies (ind. var.)

0=no
	

	1=some discussion of interrelatedness among coded variables as justification for inclusion

0=no discussion
	

	1=mention of variability of the coded variables

0=no
	

	Domain 4: Calculating individual study outcomes (see chart for more detail)

	Number of ES

Number of ES per primary study
	

	Number of ES for the meta-analysis


	

	Range of ES

1=range of ES per primary study reported

0=no
	

	Range of ES for meta-analysis


	

	ES SD

1=standard deviation of ES per primary study reported

0=no
	

	Standard deviation of ES for the meta-analysis


	


	Number of PNDs

Number of PNDs per primary study
	

	Number of PNDs for the meta-analysis


	

	Range of PND

1=range of PNDs per primary study reported

0=no
	

	Range of PNDs for meta-analysis


	

	Size of n

1=range across primary studies

2=number of subjects per primary study

0=not reported
	

	Size of N

1=overall number of subject in meta-analysis

0=not reported
	

	Factors affecting ES or PND

1=mentioned any factors likely to influence reported ES or PND

0=no
	

	Interrater reliability

1=reported interrater reliability for study coding

2=reported interrater reliability for calculation of ES

3=reported interrater reliability for coding+ES

0=no interrater reliability reported
	

	Domain 5: Data analysis 

	Fail-safe N

1=reported number of studies predicted for fail-safe N

0=no
	

	Summary stats for significant findings

1=summary parametric statistics supporting significant findings

2=summary statistics=exact probability levels of sig findings

0=did not report summary statistics
	

	Nonsignificant findings

1=reported nonsignificant results

0=not reported
	

	Percentage variance accounted for

1=reported proportion of variance accounted for by independent variables

0=did not report
	

	Summation of findings on major questions

1=provided coherent summary of meta-analytic findings relating to research questions

0=no
	


	Suggested applications for findings

1=interpreted findings and their relevance to the field of research 

0=no
	

	Suggested directions for research

1=suggested directions for future research based on meta-analysis findings

0=no
	

	Domain 6: Limits of the meta-analysis
	

	Limits of meta-analysis

1=discussed limits of present analysis

2=limits of present analysis+how may be addressed in the future

0=did not address limits
	

	*Quality

1= high (7/8)

2=mid (6/8)

3=low (5/8)
	


*Not part of Mostert’s (1996) coding
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	Coded variables




	Findings
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